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Summary. Time series for the technical monitoring of the transportation networks include interference
and omissions. Their analysis requires the special statistical analysis. Known statistical packages do not contain
a full cycle for processing of large time series. The linear timeline for the processing of periodic data is not
available in digital statistics.

The sliding window approach is suitable for processing of interrupted time series. Its disadvantage is
the restriction on the length of the row and the sensitivity to data gaps. The graph of the time series processing
needs the internal optimization. The necessary steps for optimizing of the time series processing graph are
determined. They are as follows: store data in an internal database, build the data samples on a single time
scale, sampling based on the meta-description of the series, averaging in a sliding window, calendar bindings
and omission masks, generalization of graphs, storage of graphics in vector format and so on.

The conditions for the study of series are revealed such as the database, calendar structure of data,
processing of the gaps, a package of numerical methods of analysis, processing in a sliding window.

Keywords: monitoring, time series, optimization, averaging, sliding window.

Introduction

The data time series obtained during the continuous technical monitoring of engineering and transport
networks, along with the useful signal, also contain the highly variable interference, data gaps, and non-sta-
tionary effects. These properties of the series require the use of the special methods of the statistical analysis
for the initial data as well as their transformations. To do this, one can use the statistical analysis packages
(SPSS, WinStat, etc.), but they do not contain a complete cycle of operations for the processing of time series.
In particular, for processing of the large-dimension data, a database management system (DBMS) for time
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series, a computing unit, and a data visualization unit are required. An example of the implementation of such
a block is presented in the Simulink package for Matlab [1]. It is necessary to provide a linear timeline in the
data processing [2]. It is most accessible implemented in the modern visual editors (such as MS Visio, 3D
Studio Max, etc.) [3]. This greatly increases the ergonomics of data analysis and the joint processing of the
series with unequal start dates or inconsistent frequency of observations. Such series often accumulate when
monitoring the acoustic, seismic, electromagnetic, mechanical and other types of vibrations.

To analyze the structure of the series, it is necessary to identify the dependencies and relationships
between the individual signals, which are burdened by noise. Many methods of digital processing of imperfect
data are known [4]. The moving time window technique is often used [5] to study the development of the
process in time and to identify the variation of useful signal anomalies as a reaction to external influences. The
drawback of the moving window technique is the limitation on the row length and high sensitivity to data gaps
and omissions.

Materials and Methods

The graph for processing of the series of data monitoring in the general case should contain the fol-
lowing blocks: the data collection and storage; preliminary data processing; processing of the data gaps; the
data synchronization; the averaging in a moving window; visualization; report creation. In addition, each of
these steps requires the internal process optimization. This article will be devoted to the analysis and general-
ization of the main approaches in this direction.

Optimization of storage of source data. The data must be stored in an internal database. Each row is
an infinite number of cells with a clear time reference and a fixed interval between the observations (from 10
6 sec to 10 sec). When storing the data in a compact format (32 bits per value), it is possible to process rows
containing ~ 10° points. When importing, the data must be added to the existing series (while monitoring the
compliance with the chronology) in order to process the ongoing series of monitoring technical data. The
advantage will be the ability to read data from digital catalogs of earthquakes [6].

The formation of the primary database of monitoring allows us to work not with the file names, but
with the data samples. When setting up the data processing parameters and visualizing their analysis results, a
clear time scale is required, rather than the point numbers, which greatly increases the quality and the speed of
the processing. For the joint processing of the series with mismatching intervals and / or the periodicity of data,
it is necessary to recalculate the data in a single time scale, leading them to the same calculation level.

In the general case, the primary flowchart of the processing of time series of the technical observations
can have the following form: creation (import) of a data sample — preliminary filtering (data editing) — import
into a calculation unit — mathematical transformations — analysis of new data — the data visualization — the
report generation.

Optimization of source data preparation. While performing the various operations on the source
data, we change them, creating the new series. To protect the primary data from accidental change, we need to
distinguish between the accesses levels to them. Primary digital information is a series of instrumental obser-
vations imported to database. The service utilities can have access to it (import, export, sorting, editing, etc.).
In addition, the numerical data analysis algorithms [7] should work not with primary data, but with series
copies such as the data sampling.

Not all information from the database is recorded into the sample, but the data needed for a specific
analysis (in the set of series and in the sampling time interval). Such a selection is convenient for the calcula-
tions: it is easier to specify the data that should be used by the necessary procedure and to set the real processing
parameters. When creating a sample, data series must be recalculated at a given polling frequency. Thus, it is
possible to build a joint analysis of data with the different frequency of observations [8].

The data series must have a meta description (a special attribute like exif / iptc in image files). New
series created during the calculations should retain a meta-description of the original series, supplementing it
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with the new information about the processing performed. It is important to record the user's operations within
the data processing file (such as the calculation method, the model parameters, the calculation results, the
statistical characteristics of the original series and those created during the calculation). This saves the pro-
cessing information in a convenient form for subsequent analysis in other programs for engineering and / or
mathematical modeling.

It is necessary to enter the processed (changed) rows from the workspace into the database separately,
adding a new series to the main database, and not changing the primary data.

The well-known statistical analysis packages (SPSS, Statistica, Stadia, Statgraphics, Matlab) store the
workspace in RAM, which imposes the appropriate restrictions on the size of the data sample [9]. Moreover,
if one save the operational information from the workspace onto a separate (external) hard disk of a computer,
one can load any amount of the data into the sample (up to filling the entire disk). The created sampling is not
lost during the abnormal end of session, but automatically opens the next time the program starts.

Results and Discussion

Optimization of the data loss processing. The real series of the technical measurements in the mon-
itoring of engineering and transport networks without stopping their current operation contain the data gaps.
The gaps are artificially filled during the preliminary data preparation. Data gaps are filled in according to an
a priori model of the measured value prediction. There are a number of valid models for interpolating the data
gaps. The choice of one of the models at the stage of data preprocessing is not always optimal

A different approach to the processing of the observation gaps allows for their presence at any stage
of the analysis. The average value can be estimated from the measured data, when alternating them with gaps
or not (Fig. 1). One can not fill in the data gaps, but one need to calculate the data averaging in a moving
window, while entering the necessary corrections (such as the recalculation of the weights and norms, taking
into account other effects, the correction for obtaining of the unbiased estimates).

The FFT method [10] does not allow the gaps; it is necessary to fill in the gaps artificially before
calling the method. Alternatively, one can to provide that the method fills in data gaps by default before cal-
culating it. This requires more sophisticated time series calculation algorithms. However, you can use the data
analysis methods that are not available in packages of the statistical processing of observations. Moreover, the
analysis results are more statistically substantiated than when they are filling in the blanks manually when
preparing the data.

The rejection of the incorrect measurements can be performed during the preliminary preparation of
the data series (as far as the misfit looks like a sharp outlier) and at any stage of the analysis. Adaptive proce-
dures are required for rejecting the defective observations at all the stages of the data processing.

Data sync optimization. While working with the monitoring data series, one need to calculate the
arithmetic expressions (to subtract one signal from another, to determine the average value of the variables)
element by element, taking into account the synchronization of measurements. It is necessary to add with each
other the data that are measured at one moment in time. If the first parameter was measured daily from 1995
until 2015, while the second is obtained from 2003 until 2019, then the sum of the signals will be calculated
for the time interval varying from 2003 until 2015. We take the information about the start and end dates of
each row involved in the calculations from the meta description of the series. It is important for the user to
type in the formula window the desired expression with the names of the series and the rest should be done
automatically.

The variables in the formula are the identifiers of the data series, and the result of the calculations is a
new time series, each value of which is calculated from the values of the original series by the formula given.
In the computations, a “reasonable” processing of data gaps and special situations (dividing by 0, etc.) is
needed. To correctly account for the experimental and the computational errors, it is necessary to prohibit the
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dividing by zero and also by any small numbers less than a given threshold. This threshold is also needed for
comparing values, search-and-replace, etc.

The data synchronization is also needed in other calculations such as the estimating the correlation
coefficient in a moving window. This allows for joint signal processing not to look for the start-end dates of
the series, but to focus on the data analysis. The calculation results get the calendared binding (a method set-
ting). In calculating of the moving average, the result can be compared with the middle of the window and its
right border [11].

In addition to the arithmetic operations, the operations with calendar time series are needed: we need
to “transfer” the series to another time zone (given the switch to summer / winter season) or to deploy it
"backwards" or to “stretch-squeeze” the time axis, if the clock by which the observations were synchronized
was behind or in a hurry.

One need to combine the rows without breaking the calendar data binding. While calculating the value
of the combined series, we look in the given order for the values of the original series for the desired time
instant; thus, we put in the result series the first value, which is not a gap. Therefore, you can build complex
algorithms for filling gaps. It is necessary to form the several rows of aggregates, using the certain methods
depending on the different conditions, and then merge all the rows into one.

The gaps mask of the certain series is used in the numerical modeling on the model of a real series
survey or generated by applying to it the spreading or the drying procedures. In the first case, the mask includes
all the values adjacent to the gaps in time (n-th order neighbors for n-folded spreading). In the second case, all
the values that have at least one missing value among the neighbors are deleted from the gaps mask. Masks
allow us to build the flexible algorithms for filling the gaps, while combining the different methods, depending
on how far in time the gap is from the nearest measured value.

In the numerical modeling, a quasiperiodic and pseudorandom implementations of a series are needed,
the length and moments of gaps of which correspond to a real series of measurements. They are used as a
“control group” in assessing the significance of the various effects. By mixing the values of the series, it is
possible to destroy all the correlation relationships without changing its distribution function. Replacing the
values of a number by their ranks, one can maintain the ordering of values, transforming any distribution
function into a uniform one. The numerical modeling makes it possible to evaluate the stability of the results,
their dependence on the characteristics of the signal, and reasonably interpret the observations date series.

These data series transformations can be performed in any statistical analysis package (SPSS, Statis-
tica, Stadia, Statgraphics, Matlab) [8]. However, you need to perform all the calculations taking into account
the synchronization of observations, and the flexible processing of the gaps and the special situations.

Optimization of the processing in a moving window. One of the monitoring problems is the tracking
of the changes in a controlled system. The structure of the series changes, the response to variations of the
external factor (atmospheric pressure, tide, etc.) does it too another way [12]. In order to detect the changes, it
is necessary to evaluate the properties of the signal not in the whole row, but within the time window. Then
one can move the window to the right and repeat the calculations. Therefore, they apply the adaptive noise
filtering, adjusting the filter parameters to the current properties of the series

The drawback of moving window methods is that they are difficult to combine with each other. These
methods require that the entire the window is placed “inside” the row. The full "run" of the window is always
less than the length of the original row. Therefore, if the row is limited in length and the window is wide, then
after applying several methods, nothing will remain of the signal to process.

The moving window methods should work without reducing the length of the filtered signal. At the
beginning of time, the center of the moving window is aligned with the first point of the signal; the values in
the left half of the window are considered gaps. If the allowed number of passes in a moving window is more
than 50%, the calculations are performed for all points in the series, from its first point. In addition, the length
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of the processed signal does not decrease. By varying the number of gaps, one can adjust the size of the "exit"
of the window outside the row. If gaps are prohibited (0%), the calculations are performed only within a series.
The gaps inside the row are similarly processed (Fig. 2).

This algorithm is better than the pre-filling the gaps procedure, or rejecting the data array in the pres-
ence of an insignificant amount of “spoiled” observations.

If the moving window is shifted by 1 point, the time step of sampling of the processed signal is equal
to the step of sampling the original row (not the size of the window). This allows us to accurately track the
changes in environmental monitoring parameters. By combining moving window methods, one can implement
almost any data analysis algorithms.

Data visualization optimization. With the enormous power of computing and signal processing, a
visual analysis of the graphs, and estimation of the signal characteristics goes by the wayside. The basis of
statistical analysis packages are the data processing methods, and visualization is an addition to them. In the
graphs, attention is paid to the design, not the content, which is convenient for the reports, but not in the
analysis procedures.

Work with a signal should be started by studying its graph, and by choosing the optimal processing
methods, as well as their parameters and the settings. The processing results must be displayed in the form of
graphs in order to evaluate the effectiveness of the method and make the necessary corrections.

In the study the most interesting often are the unexpected effects of deviation of signal characteristics
from the model ones. If these deviations are associated with interference, their detection is also important in
order to eliminate the source of interference and to improve the quality of observations. Formal algorithms
come from a predefined model of the perturbation and the signal, and they are ineffective in detecting such
deviations. Using the qualified data visualization, deviations can be detected by the researcher [13].

During the visualization procedure, the data series (of a million-dot length) must be displayed quickly,
on the fly, detailing any section of the series in a real calendar scale. Labels and fields must be minimized to
use all the screen area to display the data.

In working with the large data sets, generalization of graphs is needed. This speeds up image retrieval,
reduces the file size of the graph when stored in the vector format. Vector drawings are convenient for large
rows processing and visualization, providing the image quality and ease of its design.

In addition to the time series processing units studied above, the scattering diagram (correlation field),
spectra and periodograms (for the cyclic processes) are also used in the processing of technical monitoring
data, as well as the fractal properties of the series are analyzed. However, these characterristics are beyond the
scope of our study.

Conclusions and Recommendations

The problems of the data processing for the technical monitoring of engineering and transport networks
require different processing methods. The statistical analysis packages do not have the necessary tools; it is
difficult to maintain the databases, to process the gaps, and to perform the data synchronization. Matlab uses
the ready-made built-in functions (such as the spectrum calculation, the plotting, etc.), or the algorithms for
solving the non-standard problems. However, in Matlab there are no tools for organizing the database, most of
the available data series functions do not work with the gaps, and one need to program the synchronization of
data series by itself.
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Figure 1 — Points with data gaps and moving averaging in a window with a given averaging radius
Pucynoxk 1 — Touku 3 mpomyckaMu JaHUX Ta OCEPETHECHHS Y KOB3HOMY BIKHI
3 3a1aHAM PaJiilyCoOM OCEpEIHEHHS
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The alternative programs for the analyzing of the data series are poorly documented and require the
constant author support. They cannot be adapted to solve the new problems while studying the data of the
technical monitoring of the engineering and transport networks. None of the row tools has the necessary fun-
ctionality. To study the time series, one need a database of time series, a calendar data structure, the processing
of the gaps without restrictions, a powerful package of the numerical analysis methods, the processing in a
moving window of time series of technical measurements.
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Figure 2 — Estimation of the correlation coefficient between geophysical fields in a moving windows: on the
left is the gravity (top) and magnetic (bottom) fields; on the right is the correlation coefficient calculated in a
window of 11x11 (top) and 33x33 (bottom)

Pucynoxk 2 — OrinroBanHs KoedilieHTa KOpeJIALii Mk reo()i3HUHUMH MOJISIMH Y KOB3HOMY BIiKHI: 3J1iBa —
I0JIE€ CHJIM TSDKIHHSA (Bropi) 1 MarHiTHe (BHU3Y) I0JI€; ClipaBa — KOS(II[iEHT KOPEJIsLii, OOYMCICHUH Yy BIKHI
11x11 (Bropi) i 33x33 (BHU3Y)
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AHoOTamis. Y nporeci HelepepBHOTO TEXHIYHOTO MOHITOPUHTY TPAHCIIOPTHHUX MEPEXK Ta 00’ €KTIB J10-

POKHBO-MOCTOBOTO T'OCIIO/IAPCTBA HAKOMMYYIOTHCS BENMKI OOCSTH JaHUX HETICPEepBHHUX BHMIpIOBAHb Pi3HO-
MaHITHUX TEXHIYHHUX MMOKa3HUKIB. Lli 6a3u 1aHUX MICTITh OKpEMi 4acOBi PSAN 3aIKCiB TEXHIYHOTO MOHITOPHU-
HTY TPaHCTIOPTHUX MEPEK, IO BKIIOYAIOTh, KPIM KOPUCHUX CUTHAIIB, TAKOX BUIAJAKOBI 3aBaau (ITyMH) Ta
TIPOITYCKH JaHWX Pi3HOI MpUpOaH. AHAI3 TaKMX NAaHWX, IO YCKIATHEH] HeTIHIHHAUMHA MOXHUOKaMHU, BUMarae
CHELiaNBbHOTO CTATUCTUYHOTO iHCTpyMeHTapiro. LIlnpoko BXUBaHi CTATUCTUYHI MAKETH AJ1s1 0OpOOKU BUMA-
KOBHIX JTaHUX, 37€OUIBITOTr0 HE MICTATH IMTOBHOTO IHKIY 3aCO0iB Ta aJTOPUTMIB, HEOOXIMTHUX IJIT 00pOOKH
BEJIMKHUX YacOBHX PSAAIB Ta IHIIMX CHOCTEPEKEHb BENUKOI PO3MIPHOCTI. 30KpeMa, JiHiiiHA IIKaza 4acy Ais
00pOOKH MEePioANYHMX AaHUX B MOMIMPEHUX Mporpamax Hu(poBoi CTATUCTUKU BIICYTHS. A THM 4acoM, HaKO-
MMAYEHO TTO3UTUBHUN AOCBiT 00pOOKH MaHUX, IO YCKIIaTHEHI TOXUOKaMHU, B 30BCIM 1HIIIM Tayry3i 3HaAHb — Ie0-
(i3MYHOMY Ta TEO0IHKCHEPHOMY MOHITOPHUHTY. | 3BiATH MOXHA 3aMIO3MYHTH JIesIKi IPUHOMHE Ta 3aco0u.
3okpeMa, TUISIXOM aHaTi3y TEXHIYHUX CTIOCTEPEKEHD 13 TOIIOHUMH ITOYaTKOBIMH YMOBAaMH Ta 9aco-
BUMH 0OMEKCHHSIMH, BUSBICHO, 1110 METOAMKA KOB3HOT'O BiKHA MiIXOAUTH 3 TOCTATHBOIO JIJIsl TPAKTUKU TOY-
HIiCTIO A71s1 00poOKHK mepepBaHuX 4YacoBUX psniB. [Ipore ii ronoBHUMH HENONIKAMU € iICTOTHE OOMEKCHHS
1010 JOBKHHHM PsIIKa 3aMUCy Ta MiBUICHA YyTIMBICTh JO NPOTaIuH AaHUX. HeXTyBaHHS muMHu 0OMeKeH-
HSIMH METOJTy MTPU3BOAUTH A0 ICTOTHHUX CIIOTBOPEHb MOAEII KOPUCHOTO CUTHAITY ITiJl Yac MOTOKOBOI (ibTparii
BxifHO1 iHpopMartii. Tomy rpadik 0OpoOKH YaCOBHX PSIiB MOTPEOYE MEBHOI BHYTPIIIHBOI ONTUMI3ALIi1, 11100
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CUCTEMHUM AHAJII3

aIanTyBaTHCh 10 HAKOTIMYEHHS MOXUOOK IIiJ] Yac MOCTiIOBHUX iTepalliil 3 mepBiCHOI OOpOOKH TaHHX.

Bu3HaueHO KOMMAKTHHN anroOpuTM, SKHH MICTUTh HEOOXiIHI KpokH A onTumizamii rpadika
00po0OKHM gacoBuX psAmiB. 1li KpOKH MONATAIOTH Y HACTYITHOMY: HEOOXimHE 30epiraHHs MaHUX y BHYTPIITHIH
0a3l JaHWX CHCTEMH CIIOCTEPEXKEHb; 0OYA0Ba 3pa3KiB JaHUX Ui THOPIBHAHHS Ma€ BUKOHYBAaTHCH JIMLIE Y
€IMHOMY MacITabi yacy; HiIbOBY BUOIPKY JaHUX M1 KOHKPETHOI 3a/1adi JOIMUIBHO 3/MIHCHIOBATH HA OCHOBI
METAOITUCY YCI€l cepii CrocTepeKeHb; OCePeTHEHHS HAHOUTBIIT ONTUMAIBHO 3MIMCHIOBATH Y KOB3HOMY BiKHI;
KpiM TOT0, IOUIJBHO 3aJiATH NPUB’ 3Ky MacHUBY JaHHUX Ta OKPEMHUX CEpiil JO KaJeHJapHUX AaT Ta mependa-
YUTH MAacKH JJIs FeHepaIi3aliii MpomyckiB (K IpH MOIIyKy y ¢aitnoBux 0azax naHux). Takox He 3aiiBUM Oyie
MO>KJIMBICTb TOOYIOBH 3BEICHHUX IpadikiB CHOCTEPEKEHD Ta 30epiranHs rpadiky y HOMKUPEHOMY BEKTOPHOMY
dhopmari.

Po3kpuBatoThCsl YMOBH BUBUCHHS YaCOBHX PSA/IiB TEXHITHOTO MOHITOPHHTY, a caMe Taki, sk 6aza ma-
HUX, KaJeHJapHa CTPYKTypa AaHUX, 0OpoOKa MpOrajvH, ONTUMAJIbHUN MaKeT YHCEIbHUX METOMIB aHallizy
JAaHUX, TIOCITIIOBHA TX 00po0Ka y KOB3HOMY BiKHI TOIIO. BCi MMpormo3uirii mpoimifocTpoBaHO KOHKPETHUMU TIPH-
KJIaIaMH1 TEXHIYHOTO Ta re0(i3nIHOT0 MOHITOPHUHTY, 0 BUKOHYBAJIHNCh aBTOPAMH y MOMEPEIHI POKH.

Kuwo4oBi cjioBa: MOHITOPHHT, YaCOBHM PsiJl, ONITUMI3AIIis, YCEPETHCHHS, KOB3HE BIKHO.
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